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Abstract

Traditional design optimality criteria place equal emphasis on es-
timable functions of model parameters. Use of weighted criteria al-
lows experiments to be designed so to place increased emphasis on
estimation of those functions of the parameters that are of greater
interest. Here design weighting is investigated for the linear model
y = Adτ + Lβ + e in which Ad (whose column space contains the
all-one vector) is the design matrix to be selected, the parameters of
interest are τ , the matrix L is fixed by the experimental setup, and β is
comprised of nuisance parameters including an intercept. If Cd is the
information matrix for estimation of τ , then CdW = W−1/2CdW

−1/2

is a weighted information matrix that for any conventional criterion Φ
induces a weighted criterion ΦW via ΦW (Cd) = Φ(CdW ). The weight
matrix W can be any symmetric, positive definite matrix. Among
the results established are: (i) for any desired assignment of (positive)
weights to any full rank set of linearly independent, estimable functions
of τ there is a corresponding weight matrix W ; (ii) every admissible
design is weighted E-optimal with respect to some weighting; (iii) op-
timal design for a reparameterized model is equivalent to weighted op-
timality for the original model. Result (iii) demonstrates, for instance,
why orthogonal arrays need not be optimal fractions under a baseline
parametrization (see [2]). Families of weight matrices W are explored
according to features they encompass. Among these families are the
diagonal weight matrices employed in [1].
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